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Figure 1: Double Doodles: A novel 3+6 Degrees of Freedom (DOFs) two-staged inputs method, making full use of two asynchro-
nous inputs, for easily drafting expressive character animation in an immersive virtual environment.

ABSTRACT
We present “Double Doodles” to make full use of two sequential in-
puts of a VR controller with a total of 9 DOFs, 3 DOFs from the first
input sequence for the generation of motion paths and 6 DOFs from
the second input sequence for motion gestures. When engineering
our system, we take ergonomics into consideration and design a set
of user-defined motion gestures to describe character motions. We
employ a real-time deep learning-based approach for highly accu-
rate motion gesture classification. We then integrate our approach
into a prototype system, and it enables users to directly create char-
acter animations in VR environments using motion gestures with a
VR controller, followed by animation preview and animation inter-
active editing. Finally, we evaluate the feasibility and effectiveness
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of our system through a user study, demonstrating the usefulness
of our system for visual storytelling dedicated to amateurs, as well
as for providing fast drafting tools for artists.
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1 INTRODUCTION
Virtual reality (VR) devices enable new interaction paradigms for
character animation with immersive, interactive, and imaginative
features. They allow artists to navigate and interact with a 3D
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immersive environment, and animate characters more naturally,
compared to 2D interface [20]. Existing methods succinctly inherit
the idea of puppet animation, determining the motion and position
of the character through gestures of different objects. The available
degrees of freedom (DOFs) are limited to 6 or less. However, there
is a gap between the number of possible character animations and
the number of possible gestures created through a VR controller
which is a rigid object with few DOFs.

Several tools have been developed to assist casual users in de-
signing 3D trajectories and character motions, using AR-enabled
mobile phones. Examples include PuppetPhone [2], AR-Pose [25],
and ARAnimator [27]. However, these workflows, by displaying
animation results on 2D screens, cannot provide animators with a
fully immersive 3D experience [19, 20]. Existing VR-based meth-
ods for creating animated characters in virtual environments, such
as Motion Doodles [22] and SMD [7], use the VR controller to
record the trajectories of its 6-DOFs over time. These trajectories
are then parsed into a sequence of actions that are used to animate
articulated characters.

Our objective is to assist users in creating more life-like and
intricate character animations, specifically those with more degrees
of freedom (DOFs), within immersive virtual environments. Using
a smartphone or conventional VR controller as an inextensible rigid
body as the input device only allows a maximum of 6 DOFs if a sin-
gle input is used. It is well known that 6 DOFs are often insufficient
to specify 3D character animations with rich details. We propose
“Double Doodles”, a novel 3+6 DOFs two-stage-inputs approach that
employs two asynchronous inputs to efficiently produce natural
and expressive character animations in immersive virtual environ-
ments. Through semantic decomposition of character animation
specification into two steps, this work allows users to specify total
9 DOFs to achieve substantially higher realism and detail-richness
of resulting character animations in VR. Addtionally, the core idea
of our approach is stepwise planning to reduce the cognitive load,
allowing users to plan the motion trajectory of the animation first
and then consider how to move along the trajectory. Our main
contributions can be summarized as follows:

• Proposal of VR-specific interaction rules to develop an in-
situ, 3+6 DOFs, two-stage-inputs method to produce realistic
and dynamic character animations interactively in immer-
sive VR environments.

• Introduction of metaphors to expertly process dynamic user
inputs and extension of deep learning algorithms to achieve
accurate classification of motion gestures.

• Development of a Unity engine prototype system to run on
off-the-shelf VR systems, and evaluation of its feasibility and
effectiveness through meticulously conducted user studies.

2 RELATEDWORK
2.1 Character Animation in AR/VR
By placing and controlling an avatar object of a real 3D character
model, computer puppetry [21] techniques allow users to define
character animations with intuitive user interfaces. Combined with
AR/VR technologies, users can directly see the generated animation
from different views in real-time [8]. The aforementioned traits

make for a more user-friendly and interactive approach to produce
character animation in AR/VR.

Presently, professional animation software implementing AR/VR
puppetry functions is still developing better interaction techniques,
mainly due to the intricate 2D interface, which requires a higher
degree of expertise to manipulate, or complex configuration steps
before producing any usable results [13, 26]. Thus, interests in de-
veloping simple and intuitive AR/VR user interfaces for animation
creation have grown significantly [8, 24].

Motion Doodles (MD) is a design that guides action synthesis
using 2D curves. Garcia et al. [7] expanded on this with their Spatial
Motion Doodles (SMD) system for VR platforms, which incorpo-
rates 3-DOFs and expands the concepts into 3D space. However,
the SMD method uses the VR controller as a metaphor for the char-
acter, which means the controller’s movements directly impact the
character. Thus, users must hold the controller like a puppet, rather
than in their hand, as originally intended.

Several other works along this line have been completed in AR
environment. Recently, the ARAnimator [27] was introduced to
generate character animation on mobile AR devices in casual set-
tings. This method increases the DOFs of the controller to six, which
allows users to create more possible motions for their characters.

These methods described above are trying to solve the same
issue known as the “DOF gap”, which refers to the difference in
DOFs between a 3D character and the control device. The device
is typically composed of multiple rigid bodies with no more than
6 DOFs. It is challenging to simultaneously convey or specify two
critical elements (gestures and paths) of a 3D character using a
6-DOFs controller only.

In this work we aim to increase the number of DOFs available
on existing VR controllers for character animation generation. Our
core idea is to decompose motions into motion gestures and motion
paths, and then record them separately with two-staged inputs.
We summarize the main feature differences between our work and
some previous related systems in Table 1.

Table 1: Our work VS. previous systems

Name MD SMD PP ARA Ours

Environment VR VR AR AR VR
DOF 2 3 3 6 3+6
Gesture design experts experts experts users experts/users
Classification Regexp Regexp FSM SVM NN
Devices PC HTC Vive Mobile Mobile Oculus Rift S

* MD: Motion Doodles[22], SMD: Spatial Motion Doodles[7], PP:
PuppetPhone[2], ARA: ARanimator[27], Regexp: Bayesian classification,
FSM: Fixed state machine, SVM: Support vector machine, NN: Neural net-
work.

2.2 VR Ergonomics in Computer Puppetry
VR technology provide thrilling and new ways for entertainment
and consumption of information. It offers exciting possibilities such
as practical, time-saving animation production, a rich narrative
device for conventional film and dynamic storytelling medium.
Virtual work environments can liberate users from physical world
constraints, potentially altering how they perform professional
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activities [10]. The immersive feature of virtual reality also increases
users’ learning abilities [16, 17] to help them.

Due to the limitation of the human physiological structure and
the device’s gripping manner, it is practically impossible to develop
movements that accurately mirror the character’s dynamics. Liang
et al. [15] and Ye et al. [27] conducted studies on suitable gestures
for manipulating 3D characters. These works aim to maintain a
coherent mapping of motion gestures with character animation.
While it is required to evaluate the feasibility of actions in real-
world applications, it is also necessary to take into account the ease
with which actions can be recognized. Thus, our work incorporates
these two facets.

It is noteworthy that those interaction concepts designed for
AR-enabled mobile phones based methods [2, 27] are difficult to
directly translate or extend to VR-based methods, since their origi-
nal metaphor is inextricably linked to a mobile phone with a flat
rectangular shape and a camera. For example, it is feasible to imag-
ine the two bottom corners of the mobile phone as the character’s
feet [27]. However, this may not be valid for a cylindrical VR con-
troller. Standard VR controllers (e.g., HTC VIVE, Oculus, Valve
Index) have cylindrical bodies. Comparing to ARAnimator[27], the
VR input devices are difficult to be gripped on both edges like a
mobile phone (a flat rectangular shape), thus the two bottom cor-
ners cannot be metaphorized as the character’s feet. To utilize the
original ergonomic design of VR itself, we want to keep a doodling
and painting experience in our interaction design [22].

3 SYSTEM DESIGN AND DEVELOPMENT
3.1 VR Interaction Design: Two-staged Inputs
Various efforts have been attempted to tackle the well-known “DOF
gap” issue. The early 2-DOFs MD method [22] and the subsequent
3-DOFs SMD approach [7] have an insufficient number of DOFs,
limiting the number of actions that can be performed. Although the
ARanimator approach [27] employs a 6-DOFs puppetry metaphor,
which significantly enhances its expressive capabilities, it still suf-
fers from trail distortions and inaccuracies in motion recognition.
Distortions happen when the generated animations do not follow
the input trail precisely.

Inspired by the above works, we specify the object’s global XYZ
position displacement information in the first input while specify-
ing its local motion dynamics of the character during the second
input. Figure 2 illustrates the decomposition of DOFs control in our
method. Our method decouples global displacement information
from local motion dynamics, enabling the expression of posture
changes in all six DOFs of the character during movement. Using
two consecutive inputs of a VR controller, this method provides a
fixed-gripping approach and simplifies movement logic.

3.1.1 The First Input. The first input is used to determine the vir-
tual character’s 3D trajectory in a VR environment. The user holds
the controller like a brush and draws trajectories in the air. A red
curve will be used to indicate the plotted trajectory. Its positions are
sampled at the “brush tip” (refer to Figure 3). Specifically, the spatial
location information is determined using a white cube attached
to the head of the VR controller held by the user (illustrated in
Figure 3). We collect input data with 3 DOFs and a sampling rate of

Figure 2: The decomposition of the DOF control. We use the
XYZ coordinates in the first input to create 3D trajectory. The
second input, which contains XYZ coordinates and rotation
information, will then determine the motion gesture.
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(a) illustration of the trajectory (b) corresponding VR scene

Figure 3: Illustration of the first input. The VR controller
is regarded as a long-handled brush. Users can draw a 3D
trajectory for the character in the mid-air.

60Hz and then use these information to create a motion trajectory
in 3D space.
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Figure 4: Illustration of the second input (“climbing” motion
as an example). The character’s motion type is controlled
using all 6 DOFs, including XYZ coordinates and rotation
information.
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3.1.2 The Second Input. The second input serves to inform the
generation of local motion dynamics of the 3D character. This input
is processed at a rate that is reduced in comparison to the first
input (e.g., 0.5 times normal speed), although the sample rate can
be adjusted. The reduction in rate is intended to allow the animator
sufficient time to design the animation effectively. This visualiza-
tion interface allows the user to employ pre-designed gestures,
described in Section 3.2, to specify local motion dynamics of the
character (as shown in Figure 4). After the completion of sampling,
the second input will be realigned, ensuring one-to-one temporal
correspondence with the first input data and the generation of
6-DOFs data, which directs pose synthesis.

3.2 Gesture Design
According to the summary of the actions required for various 3D
character animation productions in [27], 29 frequent actions can
be roughly classified into five groups, depending on the situational
information required. This study also identified those types of char-
acter motions that are commonly desired by novice or casual users
when creating character animations, by identifying commonly used
motions in user-created character animations.

Additionally, researchers have conducted research on ergonomics
using hand-held devices. Dong et al. [5] classify frequently used
motion gestures for hand-held devices. Based on the analysis con-
ducted by Benzina et al. [4], for 3D positionable input devices with
2D touch inputs (e.g., buttons on the controllers), 4 DOFs manipula-
tion metaphors centered on the roll and pitch rotation axes perform
the best in terms of input efficiency and accuracy. Given that virtual
reality controllers share these features, and in light of the preceding
discovery, the action design in our system should be as near to this
metaphor as possible.

Based on previous studies, we select 13 most commonly used
actions to design our input gestures, described in Table 2. We also
show some example gestures and their corresponding actions in
Figure 5. The first input specifies the trajectory of an action type,
and the second input specifies the character’s local motion dynam-
ics. For instance, when the character’s state is required to be “lie
down,” the VR controller will be horizontal. For some actions such
as “climb,” “crawl,” and “roll,” we choose their most representa-
tive characteristic as the indicator of their second input. Using the
“climb” motion as an example, if we use real-world experience as
the reference, the most representative characteristic of the climbing
movement is that two arms travel up and down sequentially, creat-
ing a repeated “left-right-left” pattern throughout the movement.
Based on this observed pattern, the gesture (in the second input)
for the climb motion needs to swing from side to side to imitate the
movement pattern.

3.3 Gesture Recognition
Accurate and efficient gesture classification is essential for any suc-
cessful gesture-based interaction system. Spatial Motion Doodles
(SMD) [7] and ARAnimator [27] rely on manually-designed feature
extraction techniques that aim to match specific scenarios. The in-
corporation of prior knowledge is advantageous in cases where the
conditions of interaction are well-defined. However, tailor-made

Table 2: Pre-defined action categories in this work

Name Trajectory input controller gesture input Env. information

Idle No movement Stand still On the ground
Walk/run/fly Horizontal move Stand still On the ground/in air
Jump Jump Stand still No walls/in air
Climb Vertical move Swing left and right vertically Near a wall
Crawl Horizontal move Swing left and right horizontally On the ground
Jump over Jump(slight) Hurdle Short walls
Slide Horizontal move Lay still On the ground
Push Horizontal move Lean forward Moveable objects
Pull Horizontal move Lean backward Moveable objects
Lie down No movement Lay still On the ground
Fall Horizontal down Stand still In air
Swing No movement Swing back and forth In air
Roll/flip Horizontal move Swing in a circle On the ground

categories resulting from such an approach may suffer from over-
specialization and lack the flexibility necessary for accommodating
the full range of possible inputs. Furthermore, creating new cate-
gories is a non-trivial task that is contingent upon the developers’
extensive experience. In situations where unintentional inputs are
frequent, such as those encountered during natural interactions in-
volving human users, manually-designed classification schemes can
pose significant challenges. Thus, we opt to utilize neural networks
in our gesture recognition approach.

3.3.1 Data Collection, Pre-processing, and Feature Selection. To
train our deep learning model for gesture recognition, we collected
16 types of gesture motions (refer to Table 2) of 15 participants (ages
from 20 to 23; 8males and 7 females; all of them have no professional
knowledge on animation creating but with basic knowledge of VR
devices) as the training data. All participants were recruited on
campus. We had each participants do all the gestures twice to com-
pose a dataset containing 30 samples for each gesture, while each
sample was at least 15 seconds in length. We use data augmentation
by rotating our captured data around the z-axis 45 degrees, seven
times in total. This removes any orientation issue and expands our
training data.

The original input data includes two trajectories (of the VR con-
troller), corresponding to the first input and the second input re-
spectively. Then, using the well-known discrete differential calcu-
lus, we compute the speed and acceleration from each 1-D signal
sequence of positional input. Specifically, instead of using Euler
angles or Quaternions to represent 3D rotations, we choose the
6D continuous representation proposed by Zhou et al. [28] due to
its compatibility with neural networks. The final input features
contain 18 dimensions, which include the velocity and acceleration
of the first input, the velocity and acceleration of the second input,
as well as the rotation information of the second input.

3.3.2 Deep Learning based Gesture Recognition. The schematic
view of our deep learning based gesture recognition model is illus-
trated in Figure 7. It uses the DeepConvLSTM structure [18] as the
basic structure. Additionally, we include Batch Normalization (BN)
layers preceding each convolution layer to improve performance
[12]. The information that needs to be provided at runtime includes
action data (n:1, h:1, w:24, c:18), ℎ0 and 𝑐0 (n:1, h:1, w:24, c:1). Here
ℎ0 and 𝑐0 are initial values of the LSTM hidden layer parameters,
and ℎ0 and 𝑐0 are filled with 0 constants. We choose to use the
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Figure 5: Examples for pre-designed gestures in our system. The first input specifies the trajectory of an action type. The second
input is to specify the character’s local motion dynamics, following the ergonomics of the VR controller. Since the second
input is used to specify the character’s local movement, some actions may have similar second inputs.

classic cross-entropy loss function for multi-classifications in our
network.

The input window size when dividing the pre-processed data is
set to 24. The sliding stride of the window is 9, Each slide generates
input data with a size of (18, 24), along with its associated action la-
bel. With a time interval of 0.05 second between samples, a window
size of 24 can capture 1.2 seconds of motion. Motions shorter than
1.2 seconds will be ignored by our system. The sequence length
seq_len is determined experimentally. If it is too short, the sampled
sequence will fall short of the minimum period required for self-
repeating motions such as walking. Increasing the window size
above a certain limit results in decreased precision in recognizing
actions and may result in the inclusion of excessive information,
causing overfitting of the network.

Figure 6: The normalized confusion matrix of the test results.
Actual prediction results are on the X-axis and the ground
truth labels are on the Y-axis.

The model was trained for a total of 200 epochs with a batch
size of 24. Test set inference was performed every 10 epochs of

the training process, and the resulting accuracy was recorded. The
model with the highest accuracy rate on the test set was selected.
During training, we obtained a minimum loss function value of
1.879, an accuracy rate of 81.2%, and an optimal F1 score of 0.785.

Figure 6 shows the confusion matrix on the test data. As shown
in this figure, our approach is capable of accurately classifying most
of the actions studied in this work, with the exception of the “fall”
action. A sizable portion of the “fall” motion data is classified as
“idle/move/jump.” Further research needs to be done on improving
the accuracy of recognizing the “fall” action.

3.3.3 Real-time Prediction Workflow. We implemented our pre-
trained model for real-time gesture prediction in Unity 2019.4.20f1c1,
with the aid of the Unity Barracuda 1.0.4 plugin.

We present a straightforward example to explicate our prediction
process in greater detail. During runtime, we employ the identical
moving window utilized for model training, consolidating the input
features to predict gestures from the trained neural network model.
Each prediction result represents the outcome of prediction within
a given moving window. Sequences of actions and their correspond-
ing prediction results are displayed in Figure 8. We illustrate the
scenario where the prediction yields a “1-1-1-1-1-” result, indicat-
ing that prediction results extracted from five motion segments
are under consideration. We then determine the final prediction by
invoking a majority voting scheme among all the prediction nodes.
As a specific example, our final prediction result is “1-136”, suggest-
ing that the action should be one of walking, running, or flying,
having 136 frames. Notably, environment information also plays
a vital role in the prediction process. For instance, we might as-
sume that the corresponding environmental context is “grounded”.
Based on this assumption, we can infer that the performed action is
consistent with a “walk/run” state. By subsequently examining the
character’s velocity, we can distinguish between a “walk” or “run”
action dependent on whether this velocity surpasses a user-defined
threshold.

In our prototype, we use a humanoid character with the height
of around 0.2 unity units. We detect the presence of an object
right below using a 0.15-unit-long ray casting to provide ground
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Figure 7: The schematic view of the deep learning based gesture recognition model. The model is customized to meet our
requirement for gesture recognition. The Unity Barracuda plugin is used to deploy a pre-trained model for real-time gesture
recognition.

(a) motion sample (b) corresponding prediction se-
quence

Figure 8: An example of motion prediction at runtime.

information. Wall existence is detected within a cylinder of the
radius of 0.01 units and the height of 0.2 units. This information is
used to select the appropriate motion type and adapt the animation.

3.4 Character Animation Synthesis
We utilized the state machine system integrated within the Unity
engine to compile pre-established animation clips into a runtime
animation that adheres to the end-user’s specification. The assort-
ment of animation clips was procured from Mixamo [1].Once the
corresponding action sequence has been determined, our system
activates the Unity APIs to commence the playback of their associ-
ated animations. To ensure the character’s proper alignment with
the ground, we conducted fine-tuning as a supplementary post-
processing step. Additionally, we adjusted the animation playback
rate based on the action’s speed.

Our approach limits the fade-in and fade-out times to 0.25 sec-
onds to assure a natural transition between two different action

animations. The state machine’s states permit transitions among
each other, contributing to the transition animation’s fluidity.

3.5 Double Doodles: Environment Deployment

(a) the experimental VR envi-
ronment in our system

(b) 3D virtual environment seen by the
user

Figure 9: Snapshots of the Double Doodles system prototype.

Wedeveloped a prototype systemnamed “Double Doodles” based
on the Unity engine. This system uses Oculus Rift S as the reference
device during development. The test VR environment is shown in
Figure 9.

At runtime, the user wears a VR head-mounted display headset
and holds a VR controller in each hand. The buttons on the VR
controllers can be used to trigger action recording or a saving
function. The X and Y keys on the left controller can control the
first and second action recording. If the user presses and holds the
X key, the system will continue to record the first input, capturing
the right controller’s position and rotation. Releasing the X key
indicates the end of the first input. The user can then record the
second action in a similar manner. After all recordings are complete,
the data can be saved by pushing the B button on the right controller.
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Once produced, we can display the animation in a VR environment
with user-defined trajectory and motion dynamics.

The Double Doodles system was built and run within the Unity
environment, which was deployed on a PC with AMD Ryzen 3800X
CPU, Nvidia GTX 1080 GPU, 16GB RAM, and Windows 10 OS. We
chose Oculus Rift S as our VR device. Data collection and network
training were also accomplished on the same PC.

The system performance indicators we measured include pro-
jection time (processing a 10-second input takes 2.49 seconds on
average), startup speed (on average 8.76 seconds), and data saving
time (on average 0.46 seconds).

4 USER STUDY
4.1 Usability Study
4.1.1 Study Introduction. The objective of this study is to investi-
gate the usability of the “Double Doodles” software from a novice
user’s point of view. The specific objective is to assess whether
the application meets users’ needs and evaluates their task perfor-
mance within the system. This evaluation considers four aspects: (1)
user-friendliness, (2) functional completeness, (3) visual effects, and
(4) response time. Following the study method of ARAnimator[27],
our study also comprises both a system usability test and a task
load assessment.

4.1.2 Participants. We recruited 13 participants on campus (ages
between 19 and 22; 8 males and 5 females). All of them do not have
prior experience or background in animation creation, which well
fits the purpose of our study.

4.1.3 Materials. Each participant is asked to utilize our system for
creating an action sequence within a VR environment as outlined
in section 3.5. The VR environment’s configuration is demonstrated
in 9a, comprising two tables placed with boxes of various sizes and
positions. The largest box is reserved for climbing and jumping an-
imations, whereas smaller ones are designated for use as obstacles.
Each participant will receive instructions on how to use the system
and perform supported gestures before crafting their animations.
The participants will be instructed to create an animation sequence
with Idle, Walk, Climb, and Jump. The proposed time frame for task
completion per participant is 24 minutes. Participant’s primary ob-
jective is to produce engaging and authentic character animations
that are well-suited to the 3D VR environment.

4.1.4 Procedure. The experimenter helps participants to wear the
VR headset and provides instructions before the experiment. After
the participants confirm that the VR software functions properly
and that the VR headset has been adjusted correctly, the experi-
ment will proceed. During the experiment, participants cannot seek
guidance from the experimenter.

We asked participants to fill in two questionnaires after complet-
ing the experiment, following the guide in [23]. The first question-
naire is the System Usability Scale (SUS) [3] (as shown in appendix).
The second questionnaire is the NASA Task Load Index (NASA-
TLX) [11], which is used to evaluate the subjective workload of
the participants when using our system. Each participant was also
interviewed by the experimenter to obtain feedback on their expe-
rience.

(a) the average original SUS scores (b) NASA-TLX scores

Figure 10: Results of the post-study questionnaires. (a) The
mean scores and standard deviations of the original SUS
scores. The higher the score for odd-numbered questions,
the better; and even-numbered questions are opposite. (b)
Averaged workload scores for each index.

4.1.5 Study Results.

SUS Scores. The average original scores of the SUS questionnaire
are shown in Figure 10a. Our system scored 71.92 according to the
standard SUS score calculation process, which outperforms roughly
73% of similar systems, as reported by the research study conducted
by Sauro et al. [14]. Combining the fourth and tenth questions of
the SUS questionnaire forms a Learnability indicator, while the
other questions together form a Usability indicator [14]. Figure 10a
illustrates that the participants gave significantly higher scores on
the fourth question, suggesting that participants experienced some
difficulty learning the pre-designed gestures, as opposed to relying
on their intuition. From the usability perspective, the participants
scored our system around 4 on positive remarks (odd-numbered
questions) and around 1.8 on negative remarks (even-numbered
questions). These results show that our system can achieve a rela-
tively high level of usability, even for novice users.

NASA-TLX Scores. The obtained average NASA-TLX scores are
shown in Figure 10b. By summing up the scores, we obtained a
total workload score of 42.94. According to the statistics of NASA-
TLX scores in different tasks by Grier [9], this score is about the
35th percentile, which means that the workload of our system
is approximately lighter than 65% similar systems. As shown in
Figure 10b, the participants gave high scores for the mental demand
aspect. During our post-study interviews with participants, we
found that the second input and motion segmentation processes
need considerable brain-power for them.

According to our post-study interviews with the participants,
they can understand the system’s core concept, interfaces, and
usages within ten minutes. They also believed that the final anima-
tions produced by our technology accurately depict their design
goal. Several character animations created by the participants in
our study are shown in the appendix.

4.2 Effectiveness Study
4.2.1 Study Introduction. The purpose of this user study is to eval-
uate the effectiveness of the proposed “Double Doodles” system.
We compare our system with existing methods, such as, ARani-
mator [27] and Spatial Motion Doodles [7], and explore whether
the 3+6 DOFs controlling of the system is better than the 6 DOFs
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controlling in terms of efficiency and effectiveness. System will be
assessed based on four aspects identified as important by experts:
(1) animation quality, (2) efficiency, and (3) customization features.

4.2.2 Participants. The study involved 30 participants (ages be-
tween 19 and 28; 15males and 15 females) who have basic familiarity
with VR technology and have experience with character animation.
Participants are recruited through social media and online forums
associated with animation, game design, and VR technology.

4.2.3 Materials. Participants use the “Double Doodles” system to
create character animations in a VR environment using motion
gestures. The system configuration is similar to that described in
subsection 3.5, but with three different control methods. Experi-
mental group 1 utilizes the ARAnimator animation input method,
where the VR controller substitutes for the mobile phone’s origi-
nal position. Experimental group 2 uses an input interaction form
where participants can input partial movement simultaneously with
both hands. The control group uses the original 3+6 DOF control
method.

4.2.4 Procedure. The participants will be randomly assigned to
one of three groups. Each group will receive a brief tutorial on
how to use the assigned system to create character animations
using motion gestures. They will be allowed to practice to become
familiar with the system. After the tutorial, the participants are
asked create a 30-second character animation. The concept for the
animation will be the same for both groups, and the participants
will be given 10 minutes to complete the task.

After completing the first animation task, the participants will
take a break and then create another 30-second animation using the
other controlling mechanism. Each participant in the experiment
will create the same animation three times, with the three groups
rotating to ensure an equal number of participants using the three
different system configurations in various orders.

The participantswill be asked to fill out a UMUXquestionnaire[6]
to rate the effectiveness, efficiency, and satisfaction of each control-
ling mechanism after the experiment.

4.2.5 Study Results. By utilizing UMUX scoring standards[6], ex-
perimental group 1 obtained a score of 51.33, experimental group 2
obtained 54.31, and the control group achieved 61.25 points. The er-
ror caused by the order of using the system has been eliminated by
controlling the number of participants with different usage orders.

An ANOVA significance test was conducted on the outcomes of
three groups of interaction experiments. The results demonstrated
significant main effects of the interaction methods (F (2, 58) = 11.98,
p < 0.001). Furthermore, Tukey’s Honestly Significant Difference
(HSD) test revealed that all differences between the interaction
methods were statistically significant (p < 0.001).

The results indicate that the 3+6 DoFs controlling group out-
performed the 6 DoFs controlling group in terms of efficiency and
effectiveness when generating character animations using motion
gestures. 3+6 DoFs controlling group participants created anima-
tions more swiftly and accurately, resulting in a higher satisfaction
level with the system.

Nevertheless, for the 3+6 DoFs design, performing simultaneous
operations is still unrealistic for users. In terms of usability, the

score of experimental group 2 is significantly lower than the score
achieved by the control group under the two-step input scenario.

5 DISCUSSION
We found that it took approximately one minute for the partici-
pants to correctly generate an animation sequence involving three
actions. We demonstrate that the Double Doodles system in terms
of ease of use and the capability to match user needs. The primary
learning cost comes from the new input mode and its associated re-
lationship with actions and animations. However, in general, users
can quickly learn the basic use of our system, demonstrating that
users, including novices, can learn and well grasp the concept of
two-staged inputs in a reasonably short time.

In this paper, we have not studied how the user’s expertise af-
fects the quality of their animations. It requires considerable work
to transform this prototype method into a system with more opera-
tions, which users may perform and design scenarios that can be
extended to target users’ requirements. Additionally, we are yet to
identify a suitable way to conduct comparative evaluations with
closely related animation systems because they are designed for
different immersive scenes and input devices. It is challenging to
determine a compelling approach to evaluate them.

In the future, we plan to add more actions to our system, leverag-
ing the powerful flexibility of our 3+6 DOFs-based control method
for VR gesture design. In order to incorporate new actions, it is
necessary to have a larger user base to perform these actions and
gather the corresponding motion data. This data is then used to
train classification neural networks for action segmentation and
recognition. Once trained, these actions can be seamlessly inte-
grated into our system. Also, the manner in which certain actions
are expressed also could be improved to increase their identifiabil-
ity. Moreover, we plan to extend the use of our method to animate
non-human characters in VR as part of our future research.

6 CONCLUSION
To address the fundamental DOF gap that is well recognized in
existing approaches for interactive character animation generation
in VR environment, we offer an in-situ, 3+6 DOFs, two-stage-inputs
method to generate character animations in an immersive VR en-
vironment interactively. Also, we introduce a set of basic gestures
that can be performed with VR controllers as metaphors for charac-
ter animations. Finally, through a carefully-designed user study we
demonstrate that our approach can be effectively used for VR-based
interactive character animation generation in practice.

Our system utilizes the advantages of VR/AR environments, pro-
viding users with an intuitive, user-friendly, and efficient method
for creating character animations. It can be applied to various do-
mains, including virtual reality filmmaking, stage rehearsal, and the
future of storytelling. The combination of stereoscopic 3D percep-
tion, room-scale space, and 3+6 DoF input devices offers a natural
interface for performing 3D character animation.
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A SUS QUESTIONNAIRE
This is the SUS Questionnaire used in our study.

Table 3: The SUS post-study Questionnaire

No. Question

1 I would like to use this system frequently.
2 I found the system unnecessarily complex.
3 I thought the system was easy to use.
4 I would need the support of a technical person to be able to use this system.
5 I found the various functions in this system were well integrated.
6 I thought there was too much inconsistency in this system.
7 I would imagine that most people would learn to use this system very quickly.
8 I found the system very cumbersome to use.
9 I felt very confident using the system.
10 I needed to learn a lot of things before I could get going with this system.

B UMUX QUESTIONNAIRE
This is the UMUX Questionnaire used in our study.

Table 4: The UMUX Questionnaire

No. Question

1 This prototype capabilities meet my requirements.
2 Using this prototype is a frustrating experience.
3 This prototype is easy to use.
4 I have to spend too much time correcting things with this prototype.
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